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We believe that learning in computer science and engineering should reflect the current state of the field, as well as
introduce the principles that are shaping com- puting. We also feel that readers in every specialty of computing
need to appreciate the organizational paradigms that determine the capabilities, performance, and, ultimately, the
success of computer systems.Modern computer technology requires professionals of every computing spe- cialty to
understand both hardware and software. The interaction between hard- ware and software at a variety of levels also
offers a framework for understanding the fundamentals of computing. Whether your primary interest is hardware
or software, computer science or electrical engineering, the central ideas in computer organization and design are
the same. Thus, our emphasis in this book is to show the relationship between hardware and software and to focus
on the concepts that are the basis for current computers.The recent switch from uniprocessor to multicore
microprocessors confirmed the soundness of this perspective, given since the first edition. While programmers
could once ignore that advice and rely on computer architects, compiler writers, and silicon engineers to make
their programs run faster without change, that era is now over. For programs to run faster, they must become
parallel. While the goal of many researchers is to make it possible for programmers to be unaware of the underlying
parallel nature of the hardware they are programming, it will take many years to realize this vision. Our view is that
for at least the next decade, most programmers are going to have to understand the hardware/software interface if
they want programs to run efficiently on parallel computers.The audience for this book includes those with little
experience in assembly language or logic design who need to understand basic computer organization as well as
readers with backgrounds in assembly language and/or logic design who want to learn how to design a computer or
understand how a system works and why it performs as it does.
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00 O O Diameters of hard disks vary by more than a factor of 3 today, from 1 inch to 35 inches, and have been
shrunk over the years to fit into new products; workstation servers, personal computers, laptops, palmtops, and
digital cameras have all inspired new disk form factors Traditionally, the widest disks have the highest performance
and the smallest disks have the lowest unit cost The best cost per gigabyte varies Although most hard drives appear
inside computers, as in Figure 17, hard drives can also be attached using external interfaces such as universal serial
busd USBLI .The use of mechanical components means that access times for magnetic disks are much slower than
for DRAM:s: disks typically take 5-20 milliseconds, while DRAMs take 50-70 nanoseconds——making DRAMs
about 100,000 times faster Yet disks have much lower costs than DRAM for the same storage capacity, because the
production costs for a given amount of disk storage are lower than for the same amount of integrated circuit In
2008, the cost per gigabyte of disk is 30 to 100 times less expensive than DRAM.Thus, there are three primary
differences between magnetic disks and main memory: disks are nonvolatile because they are magnetic; they have a
slower access time because they are mechanical devices; and they are cheaper per gigabyte because they have very
high storage capacity at a modest cost.Many have tried to invent a technology cheaper than DRAM but faster than
disk to fill that gap, but many have failed Challengers have never had a product to market at the right time By the
time a new product would ship, DRAMs and disks had continued to make rapid advances, costs had dropped
accordingly, and the challenging product was immediately obsoleteFlash memory, however, is a serious challenger
This semiconductor memory is nonvolatile like disks and has about the same bandwidth, but latency is 100 to 1000
times faster than disk Flash is popular in cameras and portable music players because it comes in much smaller
capacities, it is more rugged, and it is more power efficient than disks, despite the cost per gigabyte in 2008 being
about 6 to 10 times higher than disk Unlike disks and DRAM, flash memory bits wear out after 100,000 to
1,000,000 writes Thus, file systems must keep track of the number of writes and have a strategy to avoid wearing out
storage, such as by moving popular data Chapter 6 describes flash in more detail. Although hard drives are not
removable, there are several storage technologies in use that indude the following:Optical disks, including both
compact disks (0 CDs[] and digital video disks [0 DVDs[I , constitute the most common form of removable
storage The Blu- Ray [0 BDO optical disk standard is the heir-apparent to DVD Flash-based removable memory
cards typically attach to a USB connection and are often used to transfer files.Magnetic tape provides only slow
serial access and has been used to back up.disks, a role now often replaced by duplicate hard drives.
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