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This book describes data structures, methods of organizing large amounts of data,and algorithm analysis, the
estimation of the running time of algorithms. As com-puters become faster and faster, the need for programs that
can handle large amountsof input becomes more acute. Paradoxically, this requires more careful attention
toefficiency, since inefficiencies in programs become most obvious when input sizes arelarge. By analyzing an
algorithm before it is actually coded, students can decide if aparticular solution will be feasible. For example, in this
text students look at specificproblems and see how careful implementations can reduce the time constraint forlarge
amounts of data from 16 years to less than a second. Therefore, no algorithmor data structure is presented without
an explanation of its running time. In somecases, minute details that affect the running time of the implementation
are explored.Once a solution method is determined, a program must still be written. Ascomputers have become
more powerful, the problems they must solve have becomelarger and more complex, requiring development of
more intricate programs. Thegoal of this text is to teach students good programming and algorithm analysis
skillssimultaneously so that they can develop such programs with the maximum amountof efficiency.This book is
suitable for either an advanced data structures J CS70] course ora first-year graduate course in algorithm analysis.
Students should have some know-ledge of intermediate programming, including such topics as pointers and
recursion,and some background in discrete math.
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00 O O This example illustrates what we call randomized algorithms. At least onceduring the algorithm, a random
number is used to make a decision. The runningtime of the algorithm depends not only on the particular input, but
also on therandom numbers that occur.The worst-case running time of a randomized algorithm is almost always
thesame as the worst-case running time of the nonrandomized algorithm. The importantdifference is that a good
randomized algorithm has no bad inputs, but only badrandom numbers [ relative to the particular input . This
may seem like only aphilosophical difference, but actually it is quite important, as the following
exampleshows.Consider two variants of quicksort. Variant A uses the first element as pivot,while variant B uses a
randomly chosen element as pivot. In both cases, the worst-case running time is [ N2[1 , because it is possible at
each step that the largestelement is chosen as pivot. The difference between these worst cases is that there is
aparticular input that can always be presented to variant A to cause the bad runningtime. Variant A will run in

[0 N20 time every single time it is given an already-sortedlist. If variant B is presented with the same input twice, it
will have two differentrunning times, depending on what random numbers occur.
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