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[0 O This book is intended for a course entitled Mathematical Statistics offered at the Department of Statistics

O University of Wisconsin(d Madison[J This coursel] taught in a mathematically rigorous fashiond covers
essential materials in statistical theory that a first or second year graduate student typicallY needs to learn as
preparation for work on a Phid DO degree in statisticsC] The course is designed for two 15-week semestersC] with
three lecture hours and two discussion hours in each week. Students in this course are assumed to have a good
knowledge of advanced calgulusC] A course in real analy[] sis or measure theory prior to this course is often
recommended] Chapter 1 provides a quick overview of important concepts and results in measure-theoretic
probability theory that are used as tools in mathematical statisticsC] Chapter 2 introduces some fundamental
concepts in statisticsC] including statistical modelst] the principle of SUflIciency in data reduction] and two
statistical approaches adopted throughout the book[ statistical decision theory and statistical inferencel] [

[ Each of Chapters 3 through 7 provides a detailed study of an important topic in statistical decision theory and
inferencel] Chapter 3 introduces the theory of unbiased estimation] Chapter 4 studies theory and methods in
point estimation ander parametric modelst] Chapter 5 covers point estimation in nonparametric settings

[J Chapter 6 focuses on hypothesis testing[] and Chapter 7 discusses interval estimation and confidence setsC] The
classical frequentist approach is adopted in this book[] although the Bayesian approach is also introduced (8 20 3
(0200 8 400 100 § 600 400 400 and8§ 700 100 3)[0 Asymptotic(large sample)theory[ a crucial part of statistical
inferencel] is studied throughout the book[ rather than in a separate chapter(] [J [J About 8501 of the book
covers classical results in statistical theory that are typically found in textbooks of a similar level(] These materials
are in the Statistics Department’ S Ph[J DO qualifying examination syllabus(]
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[0 O Probability Theory[d Probability Spaces and Random Elements[] o [ fields and measuresC] Measurable
functions and distributions] Integration and Differentiation[] Integration] Radon.Nikodym derivative

[ Distributions and Their Characteristics[] Distributions and probability densitiesT] Moments and moment
inequalitiesC] Moment generating and characteristic functionsC] onditional Expectations] Conditional
expectations] Independencel] Conditional distributions[] Markov chains and martingalesC] Asymptotic Theory
[0 Convergence modes and stochastic orders] [ [
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Preface to the First EditionPreface to the Second EditionChapter 1. Probability Theory 1.1 Probability Spaces
and Random Elements[J [J 1.1.1 a-fields and measures[] [J 1.1.2 Measurable functions and distributionsJ 1.2
Integration and Differentiationd [J 1.2.1 Integration [ 1.2.2 Radon-Nikodym derivative[d 1.3 Distributions and
Their CharacteristicsC] [0 1.3.1 Distributions and probability densities[] [1 1.3.2 Moments and moment
inequalitiesT] [0 1.3.3 Moment generating and characteristic functions [0 1.4 Conditional Expectations] [J 1.4.1
Conditional expectations(] [ 1.4.2 Independencel] [ 1.4.3 Conditional distributions™ O 1.4.4 Markov chains
and martingales 1.5 Asymptotic Theoryd O 1.5.1 Convergence modes and stochastic orders [J [0 1.5.2 Weak
convergencel] [0 1.5.3 Convergence of transformationsC] [1 1.5.4 The law of large numbers] (1 1.5.5 The central
limit theorem O 1.5.6 Edgeworth and Cornish-Fisher expansions [ 1.6 ExercisesChapter 2. Fundamentals of
Statistics(] 2.1 Populations, Samples, and Models[] [J 2.1.1 Populations and samples[] [ 2.1.2 Parametric and
nonparametric modelsC] [ 2.1.3 Exponential and location-scale families [J 2.2 Statistics, Sufficiency, and
Completenesst [J 2.2.1 Statistics and their distributionsd [J 2.2.2 Sufficiency and minimal sufficiencyd 0 2.2.3
Complete statistics[] 2.3 Statistical Decision Theoryd [J 2.3.1 Decision rules, loss functions, and risks[] [ 2.3.2
Admissibility and optimMity[ 2.4 Statistical Inference] O 2.4.1 Point estimatorst] [ 2.4.2 Hypothesis tests[]

[ 2.4.3 Confidence sets[] 2.5 Asymptotic Criteria and Inferencel] [J 2.5.1 Consistency[] [J 2.5.2 Asymptotic bias,
variance, and msel] [ 2.5.3 Asymptotic inferencel] 2.6 ExercisesChapter 3. Unbiased Estimation 3.1 The
UMVUEL 0O 3.1.1 Sufficient and complete statisticsCJ [J 3.1.2 A necessary andsufficient condition [J 3.1.3
Information inequalityd [J 3.1.4 Asymptotic properties of UMVUE's 3.2 U-Statistics[] [] 3.2.1 Some examples
[0 O 3.2.2 Variances of U-statistics[] [1 3.2.3 The projection method [ [J Chapter 4. Estimation in Parametric
ModelsChapter 5. Estimation in Nonparametric ModelsChapter 6. Hypothesis TestsChapter 7. Confidence
SetsReferencesList of NotationList of Abbreviationsindex of Definitions, Main Results, and ExamplesAuthor
IndexSubject Index
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